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Characterizations

* Exchangeable cluster
distributions are characterized

* What about exchangeable
feature distributions?
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