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• Concurrent & independent graphs work by Crane & Dempsey
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edge-exchangeable 
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• Goal 1: characterization 
theorem for edge-
exchangeable graphs 

• Goal 2: sparsity theorem 
for edge-exchangeable 
graphs
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Exchangeable clustering distributions 
are characterized

What about: 
Exchangeable feature allocations? 

Edge-exchangeable graphs?
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What’s next
• Characterize all sparse, edge-exchangeable graphs 
• Characterize the different types of power laws (edges, 

triangles, degree distributions, etc.) 
• Models and inference; truncation approximations
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• Bayesian 
!

• Not parametric (i.e. not finite parameter, unbounded/
growing/infinite number of parameters)

P(parameters|data) / P(data|parameters)P(parameters)

[wikipedia.org]

[Ed Bowlby, NOAA]

[Sudderth, 
Jordan 2009]

[Lloyd et al 
2012; Miller 
et al 2010]

[Arjas, 
Gasbarra 
1994]

[Fox et al 2014]

27

[Escobar, 
West 1995; 
Ghosal 
et al 1999]

[Saria 
et al 

2010]

[Ewens 
1972; 
Hartl, 
Clark 
2003]

Nonparametric Bayes
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